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A B S T R A C T   

In order for the United States Department of Agriculture's (USDA) Food Safety and Inspection Service (FSIS) to 
make an equivalence determination for a foreign meat, poultry or egg products inspection procedure that differs 
from FSIS inspection procedures (an Individual Sanitary Measure or ISM), a country must demonstrate objec
tively that its food safety inspection system provides the same level of public health protection as the FSIS in
spection system. To evaluate microbiological testing data that such countries may submit to this end, we present 
a possible risk metric to inform FSIS's assessment of whether products produced under an alternative inspection 
system in another country pose no greater consumer risk of foodborne illness than products produced under FSIS 
inspection. This metric requires evaluation of prevalence estimates of pathogen occurrence in products for the 
foreign country and the U.S. and determining what constitutes an unacceptable deviance of another country's 
prevalence from the U.S. prevalence, i.e., the margin of equivalence. We define the margin of equivalence as a 
multiple of the standard error of the U.S. prevalence estimate. Minimizing the margin of equivalence ensures the 
maximum public health protection for U.S. consumers, but an optimum choice must also avoid undue burden for 
quantitative data from alternative inspection systems in the foreign country. Across a wide range of U.S. prev
alence levels and sample sizes, we determine margin of equivalence values that provide high confidence in 
conclusions as to whether or not the country's product poses no greater risk of foodborne illness from micro
biological pathogens. These margins of equivalence can be used to inform FSIS's equivalence determination for 
an ISM request from a foreign country. Illustrative examples are used to support this definition of margin of 
equivalence. 

This approach is consistent with the World Trade Organization's concept of risk equivalence and is transparent 
and practical to apply in situations when FSIS makes an equivalence determination for an ISM requested by a 
foreign country.   

1. Introduction 

The United States Department of Agriculture's (USDA) Food Safety 
and Inspection Service (FSIS) is responsible for ensuring that the supply 
of meat, poultry and egg products are safe and properly labeled and 
packaged. FSIS allows products to be imported into the U.S. (after in
spection at the port of entry) from countries that have equivalent food 
safety inspection systems (FSIS, 2012). In keeping with the World Trade 
Organization's (WTO) Agreement on the Application of Sanitary and 

Phytosanitary Measures principle of equivalence (WTO, 1998), FSIS 
considers an equivalent food safety inspection system as one that pro
vides the same level of public health protection as the FSIS inspection 
system for meat, poultry and egg products. FSIS’ decision to allow 
product from another country to be imported into the U.S. ultimately 
depends on determining that the country implements a food safety in
spection system that results in product that is at least as safe, i.e., poses 
no greater public health risk, as similar product produced under FSIS 
inspection. 
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Regulatory requirements for equivalence of imported products are 
set forth in Title 9 of the Code of Federal Regulations (CFR) – §327.2 (for 
meat products), §381.196 (for poultry products), §557.2 (for fish of the 
Order Siluriformes) and §590.910 (for egg products) (FSIS, 2019). FSIS 
organizes these requirements into six components when evaluating a 
country's food safety system: (1) Government Oversight, (2) Govern
ment Verification of Food Safety and Other Consumer Protection Re
quirements, (3) Government Sanitation Verification, (4) Government 
Hazard Analysis and Critical Control Point (HACCP) System Verifica
tion, (5) Government Chemical Residue Program, and (6) Government 
Microbiological Pathogen and Process Control Programs. 

Countries are not required to develop and implement the same in
spection procedures as FSIS. When a country implements inspection 
procedures that are fundamentally different from FSIS’ approach to food 
safety inspection, the country must objectively demonstrate that its 
alternative approach provides the same level of public health protection 
as the FSIS food safety system if it is to export meat, poultry, or egg 
products to the U.S. FSIS evaluates the country's request for alternative 
inspection procedures through Individual Sanitary Measure (ISM) 
equivalence determinations (FSIS, 2020a). Objective evidence includes 
laws, regulations and procedures that support the country's alternative 
approach. A country may also submit scientific studies, inspection data, 
or microbiological testing data in support of their request and FSIS may 
request specific inspection or testing data when additional evidence is 
needed to demonstrate the comparable performance of the country's 
food safety inspection system. These data, if determined to be repre
sentative and comparable to FSIS testing data, can augment an assess
ment of the public health risk posed by a country's product relative to 
that of product produced in the U.S. The outcome of a microbiological 
assessment can be used, in conjunction with other information provided 
by the exporting country, to inform FSIS’ determination of ISM 
equivalence. 

Currently, there is no consistent approach for using data to quanti
tatively assess the performance of a country's food safety control system 
in mitigating consumer risk of foodborne illness. Many have proposed 
risk-based approaches to guide national food safety control strategies 
(Christensen et al., 2013), but proposals for broader use of these 
decision-support tools to inform trade decisions has not been widely 
adopted (FAO/WHO, 2016). This may be due, in part, to the complexity 
and substantive data needs of traditional risk assessment approaches 
and difficulty in obtaining relevant data, including national foodborne 
illness surveillance data (Gallagher et al., 2013; Havelaar et al., 2015; Li 
et al., 2019). To overcome these barriers and increase the application of 
risk assessments, some countries have begun developing risk-based tools 
that are less data-intensive and primarily rely on available microbio
logical testing data (e.g., U.S. Food and Drug Administration's (FDA) 
iRisk and the swift Quantitative Microbiological Risk Assessment Tool) 
(Bassett et al., 2012; Chardon and Evers, 2018; Dearfield et al., 2014; 
Evers and Chardon, 2010; FAO/WHO, 2021; FDA, 2012). Nevertheless, 
there is no practical risk assessment tool that countries use to evaluate 
quantitatively the comparative performance of food safety inspection 
systems. In this paper, we discuss a quantitative risk metric that could 
inform FSIS’ ISM equivalence determinations. The risk metric provides a 
consistent, transparent and practical approach to evaluate quantitative 
data that countries with alternative inspection procedures could submit 
as evidence of the level of public health protection achieved by their 
food safety inspection system. We demonstrate the use of a non- 
inferiority statistical test in this risk metric to assess, with clear 
criteria and a high level of confidence, the public health risk of meat, 
poultry, or egg products produced under alternative inspection in 
another country relative to those produced under FSIS inspection. This 
assessment, along with other laws, regulations, procedures and sup
porting documentation submitted by the foreign country, is being 
considered as the basis for FSIS's equivalence determination whenever a 
foreign country requests an ISM. We also explore the effects of statistical 
criteria used in this risk metric on the level of evidence needed and our 

confidence in correctly assessing the relative safety of a country's 
product. 

2. Methods 

2.1. Measuring the performance of a food safety system: product 
pathogen prevalence 

The level of public health protection a country's food safety inspec
tion system provides its own consumers is reflected in estimates of its 
burden of foodborne disease (Havelaar et al., 2015; Kirk et al., 2015). 
Analysis of these estimates suggests that each country provides its 
consumers differing levels of protection from foodborne illness associ
ated with particular pathogens in its food supply, although differences in 
surveillance systems may confound comparisons between countries 
(Havelaar et al., 2008; Havelaar et al., 2004). Many countries do not 
have sufficient foodborne illness surveillance data to make an assess
ment and limitations in food source attribution methods also make it 
difficult to assess the comparative performance of food safety systems 
(Batz et al., 2005; NRC, 2009). 

One direct measure of the performance of a food safety inspection 
system that reflects the effectiveness of a country's food safety policies, 
oversight and enforcement, given the extent of foodborne hazards pre
sent at preharvest, is the prevalence of a foodborne pathogen in product 
at the point of production. Prevalence data can be collected by countries 
using comparable sample collection and equivalent test methods (FSIS, 
2020b; ISO, 2017). 

Previous studies have shown that it is reasonable to assume that the 
fraction of product samples that are positive for a specific pathogen is 
proportional to the probability of foodborne illness among consumers of 
that product (Bartholomew et al., 2005; Ebel and Williams, 2015; Ebel 
et al., 2012; Williams et al., 2011). The probability of foodborne illness 
per serving, P(ill), represents the risk of illness for a product-pathogen 
pairing, while the fraction of samples positive for a specific pathogen 
is an estimate of pathogen prevalence of contaminated product. 
Formally, we can define the risk of foodborne illness as: 

P(ill) =
∫∞

0

R(d)f (d)∂d (1)  

where d is the dose of pathogen consumed; R is a dose-response function 
that predicts the probability of illness for a given d in a serving; and f(d) 
is a probability function that describes how dose varies across all 
product servings consumed. If the distribution of dose is partitioned into 
the fraction where d = 0 and the remaining part where d > 0, then we 
can also describe the risk of foodborne illness as: 

P(ill) = P(ill|exp)×P(exp),

where P(ill|exp) is the probability of foodborne illness conditioned on 
consumer exposure to product containing doses of one or more pathogen 
cells (essentially Eq. (1) with the lower limit of integration truncated at 
1) and P(exp) is the fraction of product servings with pathogen levels 
greater than zero. 

Although an exposure distribution at consumption (i.e., f(d)) cannot 
be observed directly, estimates of the prevalence of pathogen-positive 
food samples at a point before consumption (e.g., end of processing or 
slaughter) are practical and these estimates are the basis of a so-called 
“prevalence-based” risk assessment model (Williams et al., 2011). 

2.2. Measurable comparative performance of different food safety 
systems 

In its development of a prevalence-based risk assessment model to 
estimate the predicted effectiveness of a policy option to reduce the risk 
of foodborne illness from a baseline level, FSIS examined the conditions 
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where: 

Pnew(test + )

Pbaseline(test + )
≅

Pnew(ill)
Pbaseline(ill)

(2)  

where P*(test+) is the prevalence of a pathogen in product samples, 
usually collected at the end of production, that tested positive before 
(baseline) or after (new) implementation of a policy option (Ebel and 
Williams, 2015). The relationship in Eq. (2) was determined to hold 
unless the quantity of food analyzed per sample was so small that 
microbiological hazard surveillance would only detect positive samples 
from product with an exceptionally high concentration of the target 
pathogen. 

Similar prevalence levels in two populations imply similar risk if the 
underlying concentration distribution is similar and describes similar 
pathogens (i.e., similar strains of the pathogens in both populations). If a 
lognormal distribution describes how concentration varies across units 
produced by an industry, then prevalence will be the share of those units 
above the limit of detection (LOD) for a qualitative test. Although it is 
possible that the same prevalence can result despite the relative fre
quencies of concentrations above the LOD not being equivalent exactly, 
we have not found such differences to be dramatic enough to result in 
substantial risk differences. In Ebel and Williams (2015), we explored 
how changes to the concentration distribution at the end of slaughter 
and processing affect observed prevalence and estimated risk per 
serving. That concentration distribution reflects the incoming variability 
in contamination among carcasses and the variable effectiveness of in
terventions during processing. In log10 units, that distribution is 
generally symmetric and defined by a mean and standard deviation. 
Relative to a reference distribution, the same prevalence might be 
observed in another population either by increasing the mean and 
reducing the standard deviation, or vice versa. Based on our experience, 
however, the standard deviation of this distribution is not dramatically 
different across a wide range of pathogen-pairs (e.g., generally this 
standard deviation ranges between 1.2 and 2 log10 units, see Ebel and 
Williams (2015) and Williams et al. (2015) for lognormal parameters for 
pathogen product pairs ranging from Campylobacter-chicken, Salmo
nella-pork and E. coli O157-beef). Therefore, absent extreme flexibility 
to that underlying distribution, it is reasonable to assume that pop
ulations with similar prevalence levels are not likely to have dramati
cally different underlying concentration differences. 

Similar reasoning supports that the change in pathogen prevalence of 
positive samples associated with a policy is proportional to the change in 
the risk of illness (i.e., Pnew(test+) − Pbaseline(test+) ∝ Pnew(ill) − Pbaseli

ne(ill)). This equation is adaptable to other risk management decisions, 
such as assessing the difference in the risk of foodborne illness among U. 
S. consumers who eat foods sourced from another country with alter
native inspection procedures compared to those who eat similar product 
produced under FSIS inspection. 

When assessing a U.S. product-pathogen pair, assume that 
PU.S.(test+) is the prevalence of positives among samples collected at the 
final point that FSIS inspects the product. If comparable and contem
poraneous sampling evidence is available from a country seeking an ISM 
review, then interest lies in measuring the difference in observed prev
alence of pathogen-positive samples between the countries. This mea
sure can be used to assess the difference in consumer risk of foodborne 
illness between the two different approaches to inspection, i.e., 

Pforeign(test+) − PU.S.(test+)∝Pforeign(ill) − PU.S.(ill). (3)  

Nevertheless, both prevalence values are estimates from sampling data 
and this imposes a probability distribution on the difference in the risk of 
foodborne illness among U.S. consumers. 

Conceptually, if the food product from an exporting country has the 
same or lower occurrence of a pathogen as similar product produced in 
the U.S., then it poses no greater risk of foodborne illness than the U.S. 
product. This is because imported and domestically produced meat, 

poultry, and egg products typically are not differentiated in the U.S. 
market and typically are handled, prepared and consumed the same way 
by U.S. consumers (Kuchler et al., 2010). That is, imported meat, 
poultry, and egg products have the same downstream exposure path
ways (i.e., retail and consumer food handling practices) and, given the 
same consumer population, the same dose-response relationships, as 
similar product produced in the U.S. under FSIS inspection. 

2.3. Evaluating food safety system performance: non-inferiority test 

Our definition of a product intended for export to the U.S. as posing 
“no greater risk” is that the country's mean pathogen prevalence, 
Pforeign(test+), is as low as, or lower than, the mean pathogen prevalence 
in FSIS-inspected products produced in the U.S.,PU. S.(test+). 

Initially, we propose a null hypothesis that the pathogen prevalence 
in a country's product intended for export to the U.S. is greater than, by 
some margin, the observed pathogen prevalence in products produced 
under FSIS inspection. If the country's sampling data provides evidence 
inconsistent with this null hypothesis (i.e., the country's pathogen 
prevalence in products intended for export to the U.S. is below some 
margin), then we can conclude that the country's product pathogen 
prevalence, and the corresponding public health risk associated with an 
alternative inspection system, is no greater than that posed by similar 
product produced under FSIS inspection. In statistical parlance, this 
hypothesis is considered testing for “non-inferiority,” which is routinely 
used in the medical and pharmaceutical disciplines (Kaul and Diamond, 
2006; Schumi and Wittes, 2011; Walker and Nowacki, 2011). 

Formally, the null hypothesis for this non-inferiority assessment is 
Pforeign − PU. S. ≥ δ, where we drop the test+ qualifier for notational 
brevity and δ is technically referred to as the “margin of equivalence,” 
such that differences between a country's and U.S. product pathogen 
prevalence greater than δ are unacceptable generally. The alternative 
hypothesis, Pforeign − PU. S. < δ, implies that a country's pathogen prev
alence (Pforeign) is “non-inferior” to the FSIS-inspected U.S. product 
pathogen prevalence (PU. S.). 

To test for non-inferiority, we can calculate the following statistic: 

Z =
P̂foreign − P̂U.S. − δ

σdifference
(4)  

where Z is a random variable whose distribution is assumed to follow a 
standard normal distribution (Z~Normal(0,1)), the prevalence values 
are estimates from pathogen testing data and σdifference is the standard 
error of Pforeign − PU.S. under the null hypothesis. From this statistic, the 
p-value is the probability of a value of Z more extreme than that 
observed. If the p-value is less than some acceptable error (e.g., 0.05), 
then the null hypothesis that Pforeign − PU.S. ≥ δ is rejected. 

Because this Z statistic applies to the null hypothesis, the standard 
error in its denominator should reflect the expected difference in the 
probability of positive samples in the two countries when the null hy
pothesis is true. Therefore, 

σdifference =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(P̂U.S. + δ)(1 − (P̂U.S. + δ) )
nforeign

+
P̂U.S.(1 − P̂U.S.)

nU.S.

√

(5)  

where we assume a country's product pathogen prevalence is larger than 
the U.S. product pathogen prevalence by a prescribed marginal differ
ence. Practically, non-inferiority testing is often conducted by calcu
lating the confidence limits of the difference in prevalence levels. In this 
case, non-inferiority is concluded if: 
(

P̂foreign − P̂U.S.
)
+Z1− α × σdifference < δ (6)  

Eq. (6) highlights two factors that reflect the risk tolerance of risk 
managers. The first factor is the Z-value, which is the 1 − α quantile from 
a standard normal distribution. The α chosen is the Type 1 error; it is 
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conventionally set at values of 0.05 or less. The second factor is the 
margin of equivalence and does not have a default setting. Its value can 
be considered a risk management decision. 

2.4. Setting a margin of equivalence: benchmarking against the FSIS food 
safety inspection system 

In applications that examine the non-inferiority of new therapeutics 
or diagnostics relative to an active control, the margin of equivalence 
(synonymous with “non-inferiority margin” or “equivalence margin”) 
describes the absolute difference in outcomes considered unacceptable. 
In these other applications, slightly worse therapeutic or diagnostic 
performance of a new drug or test could be acceptable based on eco
nomic or other clinical considerations (e.g., side effects). In addition, the 
effectiveness of a therapeutic drug is often studied relative to a placebo; 
the magnitude of a standard treatment's effect relative to a placebo 
might be a starting point for considering how much worse a new 
treatment might perform (e.g., the new treatment should perform better 
than a placebo but could perform somewhat worse than the standard 
treatment) (Schumi and Wittes, 2011). 

In the context of informing food safety decisions in international 
trade, setting a margin of equivalence is not obvious. For our purposes, 
the margin of equivalence describes an unacceptable deviance of 
another country's prevalence from the U.S. prevalence, such that FSIS 
might consider an unfavorable equivalence decision for an ISM request 
for an alternative inspection procedure. The unacceptable deviance 
should not be so large as to allow product into the U.S. that is sub
stantially more contaminated than similar product produced under FSIS 
inspection. Therefore, the choice for the margin of equivalence should 
not allow higher prevalence levels in another country's product that are 
rarely or never observed in the applicable U.S. industry. The margin of 
equivalence also should not be so small that it imposes an undue burden 
on a country to objectively demonstrate that its product is as safe as 
similar FSIS-inspected U.S. product. For example, setting the margin of 
equivalence such that another country would need to collect more 
samples than collected in the U.S., even though the proportion of posi
tive samples is the same for both countries, could be considered an 
undue burden on the other country. 

Given a wide range in consumer risk of illness estimates among FSIS- 
inspected products (Hsi et al., 2015), an absolute (or “fixed”) definition 
for the margin of equivalence is not feasible. For example, annual FSIS 
product sampling data illustrates that the prevalence of Salmonella 
among ground chicken, beef, pork and turkey samples ranges from 3% to 
30% depending on the commodity (Sampling Results for FSIS Regulated 
Products | Food Safety and Inspection Service (usda.gov)). Among 
comminuted chicken samples, prevalence of Salmonella and Campylo
bacter-positives is nearly 30% and 5%, respectively. The occurrence of 
Escherichia coli O157:H7 isolated from ground beef has been between 0.1 
and 0.2% in FSIS-sampled product. Statistical uncertainty about U.S. 
pathogen prevalence is not consistent across FSIS-regulated products, 
partly because the number of FSIS-collected samples is not the same for 
each product. Also, for a particular product-pathogen pair, prevalence is 
expected to decrease across time as the U.S. strives to achieve a higher 
level of protection based on its national food safety goals (i.e., Healthy 
People food safety goals (HHS, 2020)). 

Instead, a relative, or “benchmark”, definition of the margin of 
equivalence seems appropriate when comparing the pathogen preva
lence of another country to the pathogen prevalence in U.S. product. 
Such a benchmark should adjust with (a) the pathogen prevalence 
observed in the U.S. for a given time period and (b) the number of 
samples used to estimate the U.S. prevalence. Because the standard error 
of the U.S. estimate is a function of both the U.S. prevalence and its 
sample size, a benchmark margin of equivalence based on this metric is 
self-adjusting. When the U.S. prevalence estimate is precise (i.e., its 
standard error is small), then the unacceptable prevalence is closer to 
the U.S. estimate and the margin of equivalence is smaller, i.e., the U.S. 

requires smaller deviations from its prevalence when it is very confident 
about its prevalence. When the U.S. prevalence estimate is imprecise, i. 
e., its standard error is large, then what constitutes an unacceptably 
large prevalence will be farther from the estimate, i.e., the U.S. tolerates 
larger deviations from its prevalence because there is more uncertainty 
around its prevalence. 

Interest lies in determining a multiple (m) of the standard error of the 
U.S. prevalence (σU.S.) that would define the margin of equivalence (i.e., 
δ = m × σU. S.). The standard error is a function of the observed preva
lence (e.g., PU.S.) and the number of samples used to estimate that 

prevalence (nU.S.); therefore, σU.S. =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
P̂U.S. [1− P̂U.S. ]

nU.S.

)√

. 

An undue burden would be placed on another country if m were 
chosen such that the country could not demonstrate its non-inferiority to 
the U.S. despite generating the same testing results in its population as 
those observed in FSIS testing (i.e., P̂foreign = P̂U.S. and nforeign = nU.S.). If 
we were testing that P̂foreign = P̂U.S., then the standard error is 

̅̅̅
2

√
× σU.S.. 

In this case, we would construct Eq. (6) as 
(
P̂foreign − P̂U.S.

)
+ Z1− α ×

̅̅̅
2

√
σU.S. < mσU.S. and conclude that m must be greater than 

̅̅̅
2

√
× Z1− α. 

For a standard value of Z1− α = 1.96 (applicable to a 95% confidence 
interval or a one-sided hypothesis when α = 0.025), this constraint 
implies that the margin of equivalence should be greater than 2.8 
standard error units based on FSIS sampling results (i.e., m = 2.8). 
Anything less than this margin of equivalence would result in a 
conclusion that another country's product produced under an alternative 
inspection system may pose a greater risk than similar FSIS-inspected 
product (i.e., the product is deemed “inferior” with respect to path
ogen prevalence), despite evidence that the pathogen prevalence in the 
country's product is exactly the same as observed in U.S. product. 

To explore the appropriateness of the margin of equivalence, we 
examine the implied unacceptable prevalence (PU.S. + δ) relative to the 
estimated variability in within-establishment product pathogen preva
lence in the U.S. As outlined above, the margin of equivalence should 
not allow pathogen prevalence levels in another country that are 
exceptionally large relative to levels observed in the applicable U.S. 
industry. 

In its development of pathogen reduction performance standards, 
FSIS estimates the distribution of within-establishment product path
ogen prevalence for the targeted industry. A beta-binomial fitting al
gorithm is used that considers the binomial sampling error in data 
generated from an underlying beta distribution that reflects how the 
probability of positive sampling results varies across an industry (Wil
liams et al., 2013). The maximum likelihood estimate for the beta dis
tribution is used here to examine different choices of the margin of 
equivalence. Parameters of some of these beta distributions have been 
summarized in the peer- reviewed literature (Lukicheva et al., 2016). 

2.5. Setting a margin of equivalence: confidence in assessing comparative 
product safety 

The choice of a margin of equivalence in the non-inferiority decision 
should account for the desired performance characteristics of the eval
uation, i.e., the level of confidence in correctly assessing the compara
tive safety of another country's product. Sensitivity is defined as the 
probability of correctly assessing whether a country's product produced 
under an alternative inspection system poses a greater public health risk, 
i.e., is assessed as being inferior when it is truly inferior. The comple
ment of sensitivity is the Type 1 error of the decision (Fig. 1); the 
probability of mistakenly determining that another country's product 
does not pose a greater risk than FSIS-inspected U.S. product when it 
actually poses a greater risk, i.e., is “inferior.” 

Specificity is defined as the probability of correctly assessing that 
another country's product produced under an alternative inspection 
system poses no greater risk, i.e., it is non-inferior to FSIS-inspected U.S. 
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product, when it is truly non-inferior. The complement of specificity is 
the Type 2 error of the decision (Fig. 1), the probability of mistakenly 
deciding another country's alternative inspection system results in 
product that is riskier than FSIS-inspected U.S. product when it is not. 
The best choice for setting the margin of equivalence is one that provides 
risk managers with the ability to protect the public health in the U.S. 
(high sensitivity) without placing an undue burden on our trading 
partners (high specificity). 

The risk management choice of Type 1 error determines the sensi
tivity of the decision and the critical value of the difference in the 
observed product pathogen prevalence values that result in rejection of 
the null hypothesis. This critical value is crit = δ − Z1− α × σdifference. 

Specificity depends on the alternative hypothesis that the consumer 
risk posed by products from the two different sources are the same, or 
the country's product pathogen prevalence is lower than the observed 
pathogen prevalence in similar FSIS-inspected U.S. product. The prob
ability of correctly deciding that another country's product pathogen 
prevalence is non-inferior under the alternative hypothesis corresponds 
to the pth percentile of the alternative hypothesis distribution at the 
critical value (Fig. 1). By convention, the distributions for the null and 
alternative hypotheses are assumed to follow a normal distribution.1 

Therefore, 

Specificity = Φ

(

crit|μ = 0,σsame =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

P̂U.S.(1 − P̂U.S.)

(
1

nforeign
+

1
nU.S.

)√ )

,

(7)  

where Φ(x|μ,σsame) is the cumulative probability for a value of x from a 
normal distribution with its mean equal to μ and its standard deviation 
equal to σsame. Because specificity is a function of the critical value, we 
can specify the following equivalency: 

critical value(crit) = 0+Z1− βσsame = δ − Z1− ασdiff ,

where Z1− β is the value from a standard normal distribution that cor
responds to the 1 − β percentile. For a specificity of 80% (Type 2 error of 

20%), Z1− β = 0.84 (see Appendix). In this case, the standard error σsame is 
based on the pathogen prevalence in FSIS-inspected U.S. product, except 
that the sample size may differ between the countries. This standard 
error is necessarily smaller than σdifference. 

To illustrate the effects of the U.S. product pathogen prevalence and 
FSIS sample size on the margin of equivalence, as well as the sensitivity 
and specificity of the non-inferiority decision, we consider ranges of 
product pathogen prevalence (0.1% to 10%) and sample sizes (100 to 
10,000 samples) that are representative of annual FSIS pathogen testing 
results.2 For example, in Fiscal Year 2020, the E. coli O157:H7 occur
rence was 0.1% from 10,500 samples of ground beef, Campylobacter 
occurrence was ~5% among 2000 samples of ground chicken, and 
Salmonella occurrence was ~10% among roughly 60 quarter- or half- 
carcass chicken samples. All calculations were completed using the R 
statistical software (R Development Core Team, 2018). 

3. Results 

If we consider the scenario of a pathogen prevalence of 5% in FSIS- 
inspected U.S. product, as estimated from 1000 samples, then we can 
assess the probability that the country's product has a larger prevalence 
(i.e., the p-value) for a range of product pathogen prevalence levels in 
product from another country based on the same number of samples 
(Fig. 2). Selecting a Type 1 error of 5% (α = 0.05) will result in rejecting 
the null hypothesis if the p-value is less than 0.05. In this example, the p- 
value equals 0.05 for a country's product pathogen prevalence values of 
5.3, 5.9 and 6.6% for margin of equivalence values that are m= 3, 4 and 
5 times the standard error of the FSIS-inspected U.S. product-pathogen 
prevalence, respectively.3 Larger margins of equivalence correspond to 
allowing a higher pathogen prevalence in a country's product, while still 
concluding non-inferiority (i.e., rejecting the null hypothesis and 
determining the product poses no greater risk than U.S. product). 

For reference, the standard error of the U.S. prevalence estimate in 

Fig. 2 is 0.69% 

(
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
0.05×0.95

1000

√
)

, so the margins of equivalence are 2.1%, 

2.76% and 3.45% for m = 3, 4, 5, respectively. These margins define an 
unacceptable prevalence in the other country as 7.1% (5% + 2.21%), 
7.76% (5% + 2.76%) and 8.45% (5% + 3.45%). Nevertheless, the 
critical values for observed prevalence that result in non-inferiority 
conclusions (i.e., 5.3, 5.9 and 6.6% from Fig. 2) are substantially less 
than these unacceptable prevalence levels. In fact, for this example, the 
critical values imply that the observed prevalence in the other country 

must be less than 0.43 =
(

5.3%− 5%
0.69%

)

, 1.30 =
(

5.9%− 5%
0.69%

)

or 2.32 =
(

6.6%− 5%
0.69%

)

standard error units above the U.S. prevalence to conclude 

they are non-inferior. 
Previously, FSIS estimated how Salmonella prevalence varies across 

the U.S. establishments that produce FSIS-inspected ground beef 
(Lukicheva et al., 2016) (Fig. 3). This example illustrates the relative 

Fig. 1. An illustrative example of the distributions for the null (Ho) and 
alternative (Ha) hypotheses for non-inferiority testing. In this case, the Type 1 
(blue) and Type 2 (red) errors are 0.05 and 0.16, respectively. For this example, 
the pathogen prevalence in FSIS-inspected U.S. product is 5% based on 1000 
product samples (with another 1000 similar product samples collected by the 
other country), the margin of equivalence (Ho mean) is 4 times the standard 
error of the U.S. product pathogen prevalence (δ= 0.028) and the critical value 
that defines the Type 1 and 2 border equals δ − Z1− α × σdifference ≈ 0.01. 

1 This assumption holds, according to the Rule of Sample Proportions, when 
the number of positive samples used to estimate prevalence is at least 10 (https 
://online.stat.psu.edu/stat200/lesson/8/8.1). 

2 Sampling results for FSIS inspected products (https://www.fsis.usda.gov/s 
cience-data/sampling-program/sampling-results-fsis-regulated-products).  

3 For a multiple (m) of the standard error of the U.S. prevalence, a conclusion 
of non-inferiority will result if the observed prevalence in another country is 
less than a maximum prevalence (Pforeign_max) that is calculated by assuming, 
based on an infinite sample size in the other country 
(

Pforeign_max = PU.S. + (m − Z1− α)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
PU.S.(1− PU.S.)

nU.S.

√ )

. For example, if the margin of 

equivalence is based on m = 4 standard error units of the U.S. prevalence, then 
a conclusion of non-inferiority will result as long as the maximum observed 
prevalence in the other country is less than about 2 standard error units above 
the U.S. prevalence. Practically, the critical value for the observed prevalence in 
another country will always be less than Pforeign_max because the number of 
samples for that country will be limited rather than infinite. 
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positions of the mean product pathogen prevalence and the mean 
product pathogen prevalence plus a margin of equivalence, in the 
context of this distribution. In this case, the mean product pathogen 
prevalence is estimated to be 3.7% (based on 11,791 samples). Given the 
skewed distribution for Salmonella in ground beef across the industry, its 
mean equates to the 67th percentile of the distribution. For m = 3, 4 or 5, 
the margin of equivalence is δ = 0.005, 0.007 or 0.009. The addition of 
these margins of equivalence to the mean product pathogen prevalence 
generates prevalence values that are the 70th, 71st or 72nd percentiles 
of this beta distribution. 

Another example – for Salmonella in comminuted turkey samples 
produced in the FSIS-inspected U.S. establishments – has a mean product 
pathogen prevalence of 20%, but is based on a smaller sample size (n =
876 samples) (Fig. 4). The mean product pathogen prevalence repre
sents the 57th percentile of this U.S. industry's beta distribution. In this 
case, for m = 3, 4 or 5, the margin of equivalence is δ = 0.04, 0.05 or 
0.07. The addition of these margins of equivalence to the mean product 
pathogen prevalence generates prevalence values that are the 67th, 70th 
or 73rd percentiles of this beta distribution. 

The sensitivity and specificity of the non-inferiority decision depend 
on the pathogen prevalence in FSIS-inspected product, sample size and 
margin of equivalence. For example, if the U.S. pathogen prevalence is 
0.1% based on 10,000 samples, then sensitivity and specificity are 
affected by the selection of the margin of equivalence (Fig. 5). For a 
sensitivity of 95% (i.e., Type 1 error (1 − Sensitivity) = 0.05), the 
specificity in this example is 55, 77 and 91% when the margin of 
equivalence is m = 3, 4 or 5 times the standard error of the U.S. product 
pathogen prevalence, respectively. Alternatively, for a specificity of 
80%, the sensitivity in this example is 85, 94 and 98% when the margin 
of equivalence is 3, 4 and 5 times the standard error of the U.S. product 
pathogen prevalence, respectively. Other displays (not shown) of the 
risk metric performance characteristics using larger U.S. product path
ogen prevalence and sample size assumptions (e.g., 5% with 1000 
samples, 10% with 100 samples), illustrate similar behavior. 

When a country collects and tests fewer product samples than the U. 
S., this affects the assessment of whether a country's alternative in
spection system results in product that poses no greater risk compared to 
FSIS-inspected product.4 Using the same scenario of a U.S. pathogen 
prevalence of 0.1% based on 10,000 samples, if another country tests 
fewer samples, it will worsen the sensitivity and specificity of the de
cision about non-inferiority of that country's product (Fig. 6). The risk 
metric demonstrates that if a country collects 5000 samples to estimate 
its prevalence, then the specificity is only 53% for a sensitivity of 95%. 
This improves, achieving a specificity of 77% at a 95% sensitivity, when 

Fig. 3. A beta distribution (beta (0.535, 13.953)) for the U.S. ground beef in
dustry is shown. This distribution describes how Salmonella prevalence – 
among 325 g samples – varies across FSIS-inspected establishments in this in
dustry (Lukicheva et al., 2016). The solid (red) vertical line represents the mean 
of this distribution and the dashed vertical lines (black) are the mean, plus a 
margin of equivalence that is m = 3, 4 or 5 times the standard error of the mean 
U.S. prevalence (based on 11,791 samples). 

Fig. 4. A beta distribution (beta (1.48, 5.95)) for the U.S. comminuted turkey 
industry describes how Salmonella prevalence – among 325 g samples – varies 
across establishments in this industry (Lukicheva et al., 2016). The solid (red) 
vertical line represents the mean of this distribution and the dashed (black) 
vertical lines are the mean, plus a margin of equivalence that is m = 3, 4 or 5 
times the standard error of the mean prevalence (based on 876 samples). 

Fig. 2. Illustration of p-values for a range of pathogen prevalence levels in a 
country's product, given an FSIS-inspected U.S. product pathogen prevalence of 
5%, based on 1000 product samples and three alternative scenarios for a margin 
of equivalence. The horizontal line is for a p-value of 0.05. If the p-value for a 
particular country's product pathogen prevalence and margin of equivalence 
scenario is less than the acceptable Type 1 error, then the null hypothesis is 
rejected in favor of concluding non-inferiority; otherwise, the null hypothesis 
that the country's product pathogen prevalence is inferior to that of the U.S. 
product is not rejected. 

4 In the context of an ISM equivalence determination, the U.S. would not be 
asking other countries to collect samples. Instead, the U.S. would ask for sample 
data that the other country may have already collected. 
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the country collects the same number (i.e., 10,000) of samples as FSIS. 
Alternatively, if the country collects even more samples, for example 
20,000 product samples (i.e., double the number collected by FSIS), then 
the specificity improves further, to 90% for a sensitivity of 95%. 

Setting default risk tolerances for Type 1 and 2 errors at 0.05 and 

0.20 (Walker and Nowacki, 2011), respectively, we explore the margin 
of equivalence necessary to achieve these targets across a range of U.S. 
pathogen prevalence levels (0.1% to 10%) and sample sizes (from 100 to 
10,000 product samples) for FSIS-inspected product.5 By modeling each 
of these inputs as uniform variables – then solving each iteration to 
determine the multiple of the standard error (m) applicable to that it
eration's U.S. product prevalence such that Type 1 and 2 errors equal 
their targets – a distribution of the multiples of the U.S. standard error is 
generated that ranges between 3.5 and 5.5, with a mean value of 3.7 
(Fig. 7). This range is consistent with theoretic minimum and maximum 
values of m that can be derived by assuming large sample numbers (mmin 
= 3.5) and small prevalence levels with corresponding limited sample 
numbers (mmax = 5.8) (see Appendix). 

Suggestions for the choice of a general margin of equivalence for a 
range of applications are typically whole numbers and sample size cal
culations for low prevalence applications are often higher than neces
sary to achieve the desired power value (Williams et al., 2007). For this 
reason, we suggest a reasonable margin of equivalence may be based on 
four standard error units (rounding 3.7 up to the nearest whole integer), 
which encompasses 90 to 95% of the scenarios considered. 

In Fig. 7, multiples of the standard error of the mean pathogen 
prevalence in FSIS-inspected product that are less than four are associ
ated with higher product pathogen prevalence and larger sample 
numbers. For example, a U.S. prevalence of 5%, based on 1000 samples 
generates m = 3.78. In this case, setting δ = 4σU. S. increases specificity 
from 80% to 84% if we maintain sensitivity at 95%. Improved specificity 
about the non-inferiority decision (i.e., high probability of correctly 
assessing production from another country poses no greater risk than 
similar product in the U.S.) assures that the assessment of the compar
ative risk of products is consistent with the WTO concept that food safety 
systems that are equivalent provide at least the same level of public 
health protection. 

Scenarios associated with multiples greater than four are those with 
lower U.S. product pathogen prevalence values combined with small 
sample sizes. For example, a U.S. prevalence of 0.15% based on 1500 
samples generates m ≈ 5. In this case, setting δ = 4σU. S. reduces speci
ficity from 80% to 63% if we maintain sensitivity at 95%. Nevertheless, 

Fig. 5. Risk metric performance characteristics of a decision about non- 
inferiority of another country's product. For this illustrative example, the U.S. 
pathogen prevalence in FSIS-inspected product is 0.1% based on 10,000 sam
ples. It is further assumed that the country has collected a similar number of 
samples to estimate its product pathogen prevalence. The margin of equiva
lence is varied from m = 3 times to m = 5 times the standard error of the U.S. 
product pathogen prevalence. Each curve is derived by considering Type I error 
values ranging from 0.01 to 0.3 (1 − Sensitivity) and using Eq. (7) to determine 
the corresponding Specificity (1 − Type II error). 

Fig. 6. Risk metric performance characteristics of a decision about non- 
inferiority of another country's food product. For this illustrative example, 
the U.S. pathogen prevalence in FSIS-inspected product is 0.1% based on 
10,000 product samples and the margin of equivalence set at m = 4 times the 
standard error of the U.S. pathogen prevalence. Each curve reflects a different 
number of samples collected in the country; either one-half, equal to, or twice 
the number of samples collected by FSIS. Each curve is derived by considering 
Type I error values ranging from 0.01 to 0.3 (1 − Sensitivity) and using Eq. (7) 
to determine the corresponding Specificity (1 − Type II error). 

Fig. 7. The multiple of the standard error of the mean U.S. pathogen preva
lence in FSIS-inspected product needed to calculate the margin of equivalence 
such that specificity is 80% when sensitivity is estimated to be at 95% across a 
range of the U.S. prevalence levels (i.e., 0.1% to 10%) and sample sizes (i.e., 
100 to 10,000 samples). 

5 For each iteration, the minimum possible prevalence equals the inverse of 
the sample number for that iteration. 
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this scenario implies FSIS found only two positive samples among the 
1400 samples it collected. Such a scenario would be unusual based on 
FSIS experience, although small numbers of E. coli O157:H7-positive 
samples are found typically among the roughly 10,000 ground beef 
samples collected annually by FSIS. 

Given these results, the choice of setting the margin of equivalence at 
four standard errors of the mean U.S. product pathogen prevalence will 
generally result in decisions with specificity greater than 80% (while 
maintaining sensitivity at 95%) because most scenarios we considered 
achieve the target specificity with a margin of equivalence less than four 
standard errors. Alternatively, because the margin of equivalence that 
achieves the targeted sensitivity and specificity can be determined 
directly as a function of the U.S. prevalence and sample number (Ap
pendix), it is also feasible to choose a value of m on an ad hoc basis for 
each ISM decision. Such an approach would maintain the same speci
ficity and sensitivity for each decision by adjusting the value of m, but 
would require more mathematics than a policy that chooses a default 
value of m. 

4. Discussion 

In this paper, we present a risk-based approach that would inform an 
evaluation of the comparative safety of products produced under 
differing inspection systems based on contemporaneous pathogen 
testing data when collected using harmonized sample collection and 
equivalent laboratory testing methods. This approach, based on a risk 
metric that applies non-inferiority statistical testing, enhances the 
evaluation of pathogen testing data that a foreign country may provide 
to FSIS when requesting an ISM equivalence determination for an 
alternative inspection procedure. The approach we present is stream
lined and fit-for-purpose to objectively evaluate if the product produced 
under an alternative inspection system and intended for export to the U. 
S. is non-inferior to similar FSIS-inspected product. 

Risk managers may choose to standardize the margin of equivalence 
or determine it on an adhoc basis. If they choose a standardized 
approach, using four standard errors of the reference prevalence gen
erates margin of equivalence values that are consistent with some non- 
inferiority testing applications in medicine. For example, in a compari
son of alternative stem cell transplants (Tunes da Silva et al., 2009) the 
chosen margin of equivalence for survival was δ = 0.10. The reference 
survival probabilities ranged from 38% (n = 117) to 44% (n = 478) and 
implied standard errors of 0.045 and 0.023, respectively. In these cases, 
a choice of m = 4 standard errors would generate margins of equivalence 
that range from δ = 0.18 toδ = 0.09. 

In our discussion of the risk metric, the choice of target pathogens 
was outside the scope of this paper, but the importing country's priorities 
and the system being evaluated should influence the selection of which 
pathogens will be assessed. For example, in poultry products, FSIS fo
cuses its surveillance attention on Salmonella and Campylobacter, but the 
pathogens of interest are Salmonella and Shiga toxin-producing E. coli in 
raw beef products. These product-pathogen pairs are also commonly 
priorities for international trade (Babu Rajendran et al., 2020). 

Situations when multiple pathogens are priorities, such as Salmonella 
and Campylobacter in poultry products, will require additional consid
eration by risk managers. Application of the risk metric's non-inferiority 
test to sampling evidence for each pathogen is straightforward. It is the 
prerogative of risk managers to decide how to weight the results of 

multiple comparisons to inform ISM equivalence determinations. 
This paper's approach assumes a common understanding about the 

meaning of prevalence. Prevalence measurement issues are beyond the 
scope of this paper, but should be considered when evaluating the 
suitability of data to support the equivalence determination. Generally, 
sampling in both countries should be contemporaneous and represen
tative of the food produced under the inspection systems being 
compared, samples should be consistent in the quantity and type of 
material assayed and equivalent laboratory methods should have com
parable performance characteristics for the intended use.6 Estimation of 
product pathogen prevalence should also account for how the popula
tion of product was sampled. For example, FSIS product pathogen 
prevalence estimates are derived by weighting each establishment's 
sampling results with respect to its production volume to account for the 
substantial differences in annual production volume across the U.S. es
tablishments (Williams et al., 2013). These results are also derived from 
nearly all establishments in the U.S. Because FSIS surveillance programs 
over-sample smaller establishments, the effective sample size used in the 
risk metric's non-inferiority test for a U.S. product-pathogen pair may 
represent an adjusted value relative to actual number of samples 
collected across the U.S. industry. Conversely, establishments in a 
country that wishes to export to the U.S. may be just a subset of that 
country's industry. 

This paper only discusses the mechanics of assessing pathogen 
testing data collected in a country and in the U.S. The underlying 
credibility of those data is assumed to be reflected by the magnitude of 
standard errors for each prevalence estimate. Nevertheless, representa
tion of prevalence for either country requires careful examination before 
and after data are collected. For example, the proposed methods do not 
account for factors such as differences in pathogen virulence between 
countries, or differences in pathogen growth and attenuation associated 
with the increased average transportation time between production and 
consumption. 

Experience may suggest that prevalence is dynamic across time, 
seasons, demographic or topographic groups, etc. How dynamics are 
factored into a non-inferiority decision is beyond the scope of this paper, 
but such behavior should be considered when applying the methods 
discussed here. For example, if prevalence in the U.S. is expected to 
continue a downward trend that has been identified previously, then 
alternative predictions about the current U.S. prevalence may be 
assessed in a scenario analysis of the non-inferiority test. The output of 
such an analysis might inform the confidence about a decision on the 
equivalence of risk between another country and the U.S. The proposed 
methods also do not account for factors such as differences in pathogen 
virulence between countries or differences in pathogen growth and 
attenuation associated the increased average transportation time be
tween production and consumption. 

While the framework is relatively straightforward, risk managers are 
still left with important decisions and details to ensure proper imple
mentation. As with all such decisions, consistency and transparency in 
the process is crucial to ensuring equitable treatment of both domestic 
and foreign producers. 

Declaration of competing interest 
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Appendix A 

The following explores the theoretic minimum and maximum values for m, the multiplier of the U.S. standard error (σU.S.). A quadratic form is 

6 https://www.fsis.usda.gov/sites/default/files/import/Validation_Studies_Pathogen_Detection_Methods.pdf. 
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derived such that the positive root for m can be calculated directly for a given U.S. prevalence and sample number. 
PU.S. = prevalence in U.S.(product − pathogen)

nU.S. = samples collected in U.S.

nforeign = samples collected in other country

σU.S. =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
PU.S.(1 − PU.S.)

nU.S.

)√

σsame =
̅̅̅
2

√
σU.S.

σdiff =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
PU.S.(1 − PU.S.)

nU.S.
+
(PU.S. + δ)(1 − (PU.S. + δ) )

nforeign

)√

critical value(crit) = 0 + Z1− βσsame = δ − Z1− ασdiff

δ = Z1− β
̅̅̅
2

√
σU.S. + Z1− ασdiff

assume δ = mσU.S.

m = Z1− β
̅̅̅
2

√
+ Z1− α

σdiff

σU.S.

If σdiff ≈ σU.S.,Z1− β = 0.84 (80%specificity),

Z1− α = 1.64 (95%sensitivity), then m ≈ 2.8.

This is the minimum m can be. But,note that as σU.S.→0

(e.g., large sample number), then
σdiff

σU.S.
≈

̅̅̅
2

√
and

a practical minimum for mmin =
̅̅̅
2

√ (
Z1− β + Z1− α

)
≈ 3.5.

Next,derive the quadratic to solve for m.

Assume nU.S. = nforeign = n; and PU.S. = P

Then,
σdiff

σU.S.
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
(P + mσU.S.)(1 − P − mσU.S.)

P(1 − P)

√

∴
(

m −
̅̅̅
2

√
Z1− β

)2
=

(

Z1− α

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
(P + mσU.S.)(1 − P − mσU.S.)

P(1 − P)

√ )2

m2 − 2
̅̅̅
2

√
Z1− β + Z1− β

2 = Z1− α
2 + Z1− α

2
(
(P + mσU.S.)(1 − P − mσU.S.)

P(1 − P)

)

[
P(1 − P) + Z1− α

2σ2
U.S.
]
m2 −

[
2
̅̅̅
2

√
Z1− βP(1 − P) + Z1− α

2(σU.S. − 2PσU.S.)
]
m +

[
P(1 − P)

(
2Z1− β

2 − 2Z1− α
2) ] = 0 

Next, explore a theoretic maximum for m.

As P→0 and a minimum sample number of n = 1/P,

we can assume the following;

P(1 − P) ≈ P; σU.S. =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
P(1 − P)/(1/P)

√
≈

̅̅̅̅̅
P2

√
≈ P; and σ2 ≈ P2 ≈ 0.

Replacing these terms in the quadratic gives

[P]m2 −
[
P
(

2
̅̅̅
2

√
Z1− β + Z2

1− α

) ]
m + P

(
2Z1− β

2 − 2Z1− α
2) = 0

∴mmax =
2
̅̅̅
2

√
Z1− β + Z2

1− α +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Z4
1− α + 4

̅̅̅
2

√
Z1− βZ1− α

2 + 8Z1− α
2

√

2
≈ 5.8   
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Fig. 1A. A surface map shows how m, the multiplier of the U.S. standard error (σU. S.), changes as a function of the U.S. prevalence and numbers of samples collected 
to estimate the prevalence. The theoretic minimum value for m is 3.5 while the theoretic maximum is 5.8. 
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